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Some labels (green) can be 
inferred automatically!

Cluster hypothesis: documents that are relevant to the 
same query should be more similar with each other
Low-cost evaluation with cluster hypothesis: if the 
cluster hypothesis is satisfied, the assessments of 
document relevance can be done partially by automatic 
method
Two influential factors:
- A learning algorithm for selectively labeling [1,2]
- Suitable document representations [3]

Positional information, like n-gram matching and query proximity, is crucial 
Position-aware representation [7] and neural IR model [8,9,10,11] enabling to capture such 
positional information in modeling relevance matching are desirable

Preference judgments are known to be better but are too expensive
Crowdsourcing can be employed to reduce the judgment cost, but 
whether some important properties of preference judgments still hold is 
unclear [4] 
Beyond crowdsourcing, ties can be employed to further reduce the 
number of judgments [5,6]


